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Abstract. Personal mobile devices hold sensitive data and can be used to ac-
cess services with associated cost. For security reasons, most mobile platforms
hence implement automatic device locking after a period of inactivity. Unlock-
ing them using approaches like PIN, password or an unlock pattern is both
problematic in terms of usability and potentially insecure, as it is prone to the
shoulder surfing attack: an attacker watching the display during user authenti-
cation. Therefore, face unlock – using biometric face information for authenti-
cation – was developed as a more secure as well as more usable personal device
unlock. Unfortunately, when using frontal face information only, authentication
can still be circumvented by a photo attack: presenting a photo/video of the
authorized person to the camera. We propose a variant of face unlock which
is harder to circumvent by using all face information that is available during
a 180◦ pan shot around the user’s head. Based on stereo vision, 2D and range
images of the user’s head are recorded and classified along with sensor data of
the device movement. We evaluate different classifiers for both grayscale 2D and
range images and present our current results based on a new stereo vision face
database.

1 Introduction

Personal devices like smartphones hold important and private user data in the
regular case, like access to emails/private messages, contacts, calendars and loca-
tion information. Hence, current smartphone platforms provide lock mechanisms
as entering PIN/password or drawing an unlock pattern, with which the device
has to be unlocked before usage. Unfortunately, the majority of current unlock-
ing approaches like entering a PIN/password or drawing an unlock pattern are
prone to the shoulder surfing attack [15,18] (an attacker watching the display
while the user authenticates) and other attacks, such as the smudge attack for
unlock patterns [2,22] (an attacker analyzing the smudges remaining on the dis-
play after unlocking). An attacker could consequently perform a replay attack
to unlock another person’s personal device.

Face unlock (face based authentication) is an approach to unlock a personal
device, which aims at a) increasing usability, as the user does not have to remem-
ber an authentication secret and the authentication process can potentially be
done faster, and b) being more robust against the shoulder surfing attack, as re-
play attacks are more complicated for face-based authentication. Unfortunately,



using frontal face information only for face unlock, the unlock mechanism can
be circumvented by photo attacks [1,11,19] (presenting a photo/a short video
of the user with sufficient quality to the personal device’s camera). For many
regular users, such data can be grabbed from social networks. Therefore, using
frontal face information only for a face unlock approach cannot be considered
secure enough for a personal device holding important and private data.

We propose a variant of face unlock which is more robust and more secure
against photo attacks than using frontal face information only. Our approach is
based on our previous work [3] and uses all face information available from a
180◦ stereo camera pan shot around the user’s head, which the user can take by
simple panning the mobile phone with one arm in a half circle around the head.
Using the mobile device’s stereo camera, we record stereo images – a left/right
pair of grayscale images – from multiple perspectives of the user’s head. We
record images instead of a video stream as they are usually of higher quality. For
obtaining range images – grayscale images, in which the brightness represents
the distance from the camera to the object – out of the recorded pair of stereo
images, a stereo to range algorithm is applied. Then the grayscale and range
images both get used for authentication. To circumvent a system based on this
approach, grayscale and range images of multiple perspectives around the user’s
head would be needed. Therefore, an attacker will no longer be able to simply
grab the attack data from a social network site, but is required to use a more
complex data source – like a 3D model or a previously recorded stereo vision
pan shot of the user’s head.

2 Face Unlock based on Stereo Vision Pan Shot

For our current stereo vision pan shot face unlock (see figure 1), we first record
grayscale stereo images of the user’s head at multiple angles, along with gyro-
scope sensor data for each pair of images. For a pan shot of 180◦, we record nine
such image pairs (one pair for about each 22.5◦). Using stereo to range algo-
rithms, a range image can be derived from each stereo camera image pair. We
use block matching stereo correspondence algorithm implemented in OpenCV [7]
as our stereo to range approach – which currently delivers unsatisfying results:
the resulting range image has large areas not covered with range information
(displayed as white areas). Therefore, the further evaluation of our approach is
done on the basis of precalculated range images taken out of our face database,
as described in section 3.
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Fig. 1: Overview of the stereo vision pan shot face unlock system.



For processing face images, the face-related information of the image should
get cropped first. In our approach, we use range based face segmentation –
searching and cutting out faces in a range image – as described in section 4. Based
on segmented grayscale and range face images and their device-angle information
at the time of recording, face recognition is performed. For grayscale and range
faces and for different perspectives, we use different classifiers. As classifiers, we
use Support Vector Machines [12] and Neural Networks [10] for face recognition,
as described in section 5. Each classifier estimates a probability of recognizing a
certain person. To combine the probabilities of the classifiers for different angles
and grayscale and range images, boosting those classifiers – using approaches
like AdaBoost [4] or LogitBoost [5] – may be an appropriate option, and will be
in the focus of our future research.

3 Evaluation Data

As we are not aware of a face database which contains face images in a form
as they would be required for testing a pan shot face recognition approach, we
created the Hagenberg pan shot face database 2013. It contains 20 pan shot
image sets of 30 people with realistic indoor lightning conditions, recorded from
9 different perspectives around the user’s head (see figure 2). For each perspective
and person each pan shot image set contains:

– One high quality colored DSLR image.
– One pair of colored stereo images, recorded with an up to date mobile device

with stereo camera.
– One color and one range image, recorded with a Microsoft Kinect and the

OpenKinect framework.
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Fig. 2: Angles at which the pan shot images have been recorded.

The details of the Hagenberg pan shot face database 2013, including a record-
ing setup description will be described in a future work. The evaluation of our
current stereo vision pan shot face unlock approach is done based on the color
and range Kinect images, contained in the face database (see figure 3).

4 Range Face Segmentation

Face recognition should be performed on basis of the grayscale and range input
images. To only pass face related data to the classifiers, the face has to get
extracted from the image first. One approach to extract a face from an image is
to perform grayscale based face detection, such as the well known approach of



Fig. 3: OpenKinect color and range images, used as input for the system evalu-
ation.

Viola and Jones [21] with Lienhart and Maydt [8]. In our previous work [3], this
approach resulted a) in a notable amount of false positives/negatives, specially
for the profile perspective [14], which causes the classifiers to already learn wrong
data, and b) in having not face-related information (background) around the
corners and borders of the extracted area.

Hence, many different approaches for more precise face segmentations have
been proposed, such as [9,13,16,17]. For our current pan shot face recognition,
we rely on a simple, but for our needs yet effective range-template based face
segmentation:

1. A coarse person segmentation removes those parts of the image, which have
a bigger distance to the camera than a predefined threshold value.

2. The human face gets searched in the range image, using an ”average human
face range template” in combination with a sliding window approach. For
each of the nine perspectives there exists on such average human face range
template (see figure 4).

3. Finally, for the best fit of the template in the image, the known area of
face in the template gets cut out for both the grayscale and the range input
image. This results in both one segmented grayscale and range face image
(see figure 5).

The current face segmentation results are not fully accurate, as some mi-
nor areas of the faces are missing, and some not face-related information is still
included in the extracted faces. Therefore, improving the range based face seg-
mentation for our stereo vision pan shot face unlock will be focus of our future
research. Still, the quality of our current face segmentation results is good enough
for the results to get processed by classifiers, as described in the next section.

Fig. 4: Average human range templates for all nine perspectives.



(a)

(b)

Fig. 5: a) Frontal and b) side grayscale and range input images, and their corre-
sponding range based segmented faces.

5 Face Recognition

Based on the obtained grayscale and range faces from face segmentation, along
with the device rotation angle at the time of recording, face recognition is per-
formed. We use different classifiers for grayscale and range images, and for each of
the nine perspectives.In previous work [3], we used Eigenfaces for recognition [20]
as a baseline for face recognition – which resulted in a final person recognition
rate of 55.8%. In our current approach, we therefore use more promising ap-
proaches like Support Vector Machines (SVM) [12] and Neural Networks [10] for
face recognition. To find a well adjusted parameter configuration for our recog-
nition, we perform a search for the number of neurones in the hidden layer of
the feed forward neural network, and a grid search for the correspondent SVM
parameters, as suggested by Hsu et. al. [6].

5.1 Training and Test Procedure

The recognition is done as binary classification. For each of the 30 subjects,
the face images of the test subject, recorded at a certain angle, represent the
positive class, and the images of all other people of the same angle get assigned
to the negative class. This leads to the positive class being 1

29 of the negative
class size. The classifiers get trained with 60% of the data of each the positive
and negative class (train set). The remaining 40% of the data (test set) are
explicitly used to measure the performance of the best classifiers in the end, see
section 5.2.

Neural Networks: training for the feed forward neural networks (FFNN) is done
as follows: for each angle, subject and classifier, 10 neural networks get trained
with the correspondent part of the rtyain set. 30% of the data get used for
training the neural networks, 12% percent to perform cross validation to stop
the training, and the remaining 18% to evaluate the 10 generated neural networks
against each other. The network with the best performance gets evaluated using
the correspondent part of the train set then.



Support Vector Machines: training for the Support Vector Machines is done
as follows: for each angle, subject and classifier, one support vector machine
gets trained using the correspondent part of the train set, and evaluated on the
correspondent part of the test set then.

5.2 Current Recognition Results

The classification results of the best performing support vector machine with
linear kernel and radial kernel, and best performing neural networks (see ta-
ble 1) are shown in the tables for range and grayscale classification results. The
corresponding boxplot provides an overview of true positive and true negative
classification results for both range and grayscale faces for all perspectives com-
bined (see figure 6).

Nr. Classifier Neurons Kernel Cost Gamma
1 FFNN 10 – – –
2 FFNN 17 – – –
3 FFNN 25 – – –
4 SVM – Linear 1 –
5 SVM – Radial 1 0.01

Table 1: Classifier parametrization.

1 2 3 4 5

0.
0

0.
4

0.
8

(a) Range true positives
1 2 3 4 5

0.
96

0.
98

1.
00

(b) Range true negatives

1 2 3 4 5

0.
4

0.
6

0.
8

1.
0

(c) Grayscale true positives
1 2 3 4 5

0.
90

0.
94

0.
98

(d) Grayscale true negatives

Fig. 6: Face recognition results, all perspectives combined: for range a) true posi-
tives and b) true negatives, and grayscale c) true positives and d) true negatives.

The results show clearly: the range based face recognition performs slightly
worse over the grayscale face recognition. For all classifiers – except of two –
the median is 1, but for the mean and first quartile, a clear distinction to the
favor of grayscale face recognition is visible: the first quartile of true positive rate



for range classifiers is at maximum 87.5%, compared to at least the same value
for grayscale classifiers. As the positive class is much smaller in size than the
negative class, true negative results are better overall. Again, grayscale performs
slightly better than range: the first quartile goes down to 99.57% for three range
classifiers, while going down to the same value for one grayscale classifier only.
The best performing classifier (SVM with linear kernel) has a mean true positive
rate of 93.89% for range faces, which is slightly lower than the mean of 96.85%
for grayscale faces. The true negative rate of 99.95% is again slightly lower than
the true negative rate of 99.97%. Still, the overall recognition rate obtained by
this classifier indicates that range based pan shot face recognition is possible and
can be combined with grayscale face recognition results for further usage.

We therefore argue that using additional range faces for pan shot based face
unlock will be a feasible approach – even if our range face recognition results
are slightly worse over the grayscale recognition results. The slightly worse range
recognition rate will be offset by the increased effort, which an attacker will have
to accept in order to obtain the additional range data of the user’s face.

6 Conclusion / Future Work

We presented a variant of face unlock which uses stereo vision and 180◦ pan shots
around the user’s head, and therefore, is harder to circumvent by a photo at-
tack than with using grayscale and frontal face information only. Based on range
images from our stereo vision face database, we perform range-template-based
face segmentation to find and cut out faces in the range, and the correspond-
ing grayscale images. Using these faces, we evaluate grayscale and range face
recognition capabilities of different Support Vector Machines and Feed Forward
Neural Networks. For the best performing classifier, we achieve a mean true
positive rate of 93.89% for range, and of 96.85% for grayscale face recognition.
For the same classifier, the true negative rate is 99.95% for range, compared to
99.97% for grayscale face recognition. These results indicate that range based
face recognition can be used along with grayscale face recognition in a pan shot
face unlock scenario. This will increase the amount of required data – and there-
fore the effort an attacker will have to accept to obtain this data – in order to
successfully circumvent a grayscale and range pan shot face unlock system.

Our future research will focus on improving the range template based face
segmentation, as on combining the results obtained from grayscale and range
classifiers for different perspectives to scalar values, using approaches such as
classifier boosting.
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